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Figure 1. Our method can extrapolate an image of limited field of view (left) to a full panoramic image (bottom right) with the guidance
of a panorama image of the same scene category (top right). The input image is roughly aligned with the guide image as shown with the
dashed red bounding box.

1. Introduction

When presented with a narrow field of view image hu-
mans can effortlessly imagine the scene beyond the par-
ticular photographic frame. In the computational domain,
however, no existing technique can significantly extrapo-
late a photo because this requires implicit or explicit knowl-
edge of scene layout. Inspired by large-scale database of
panoramic photographs [3], we ask the question: is it possi-
ble to dramatically extend the field of view of a photograph
with the guidance of a representative wide-angle photo with
similar scene layout?

Specifically, we seek to extrapolate the FOV of an input
image using a panoramic image of the same scene category.
An example is shown in Figure 1. The input to our system
is an image (Figure 1, left) roughly registered with a guide
image (Figure 1, top). The registration is indicated by the
red dashed line. Our algorithm extrapolates the original in-
put image to a panorama as shown in the output image on
the bottom right. The extrapolated result keeps the scene
specific structure of the guide image, e.g. the two vertical
building facades along the street, some cars parked on the
side, clouds and sky on the top, etc. At the same time, its
visual elements should all come from the original input im-
age so that it appears to be a panorama image captured at
the same viewpoint. Essentially, we need to learn the shared
scene structure from the guide panorama and apply it to the
input image to create a novel panorama.

Figure 2. Left: in the guide image, the green patches vote for a
common shift vector, because they all can find a good match (blue
ones) with this shift vector; Right: The red rectangle is the output
image canvas. The yellow rectangle represents the input image
shifted by a vector voted by the green patches in the guide image.
The data cost within these green patches is 0. The data cost is set
to C for the other pixels within the yellow rectangle, and set to
infinity for pixels outside of the yellow rectangle.

2. Method

We approach this FOV extrapolation as a constrained
texture synthesis problem and address it under the frame-
work of shift-map image editing [2]. We assume that
panorama images can be synthesized by combining mul-
tiple shifted versions of a small image region with limited
FOV. Under this model, a panorama is fully determined by
that region and a shift-map which defines a translation vec-
tor at each pixel. We learn such a shift map from a guide
panorama and then use it to constrain the extrapolation of
a limited FOV input image. The shift map is obtained by a
graph optimization which minimize the following energy,

E(M) =
∑
q

Ed(M(q)) +
∑

(p,q)∈N

Es(M(p),M(q)). (1)
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Figure 3. Comparison between our method and a PatchMatch
based method.

Here, q is an index for pixels in output image canvas, N is
the set of all neighboring pixels. M(q) is a transformation
defined on q. Ed(·) is the data term to measure the consis-
tency of the patch centered at q and the position of q after
transformation M(q) in the guide image, which is defined
as shown in Figure 2. Es(·, ·) is the visual consistency be-
tween neighboring pixels in output image. Minimizing Ed

would inherit more structural information from the guide
image, and minimizing Es could reduce visual artifacts in
the output image.

Because a panoramic scene typically contains surfaces,
boundaries, and objects at multiple orientations and scales,
it is difficult to sufficiently characterize the self-similarity
using only patch translations. Therefore we generalize the
shift-map method to optimize a general similarity transfor-
mation, including scale, rotation, and mirroring, at each
pixel. However, direct optimization of this “similarity-map”
is computationally prohibitive. We propose a hierarchical
method to solve this optimization in two steps. In the first
step, we fix the rotation, scaling and reflection, and optimize
for the best translation at each pixel. Next, we combine
these intermediate results together with a graph optimiza-
tion similar to photomontage [1].

3. Experiments

3.1. Comparison with the PatchMatch based
method

Figure 3 shows a comparison of our method with a
PatchMatch based method in which each patch directly
copies source patch from the input image according to the
guide image self-similarity. Our method apparently per-
forms better because our optimization makes a proper trade-
off between conforming to the guide image and visual ap-
pearance of the output image. The optimization can also
handle considerable registration error, and prevent unfavor-
able self-similarity transferred from the guide image.

Figure 4. Panorama synthesis result. The left column is the in-
put image. On the right are the guide image and the synthesized
image.

3.2. Panorama Synthesis

When the guide image is a panoramic image, our method
can synthesize the input image to a panorama. However,
the transformation space has to be much larger in order to
cover the whole panorama image domain, which requires
huge memory and computation.

To solve this problem, we first divide the panoramic
guide image into several sub-images and synthesize the out-
put for each of these sub-image one by one. Then, we
combine all these intermediate results to a full panorama
by photomontage, which involves another graph cut opti-
mization. More panorama synthesis results are shown in
Figure 4. The success of this divide and conquer approach
also demonstrates the robustness of our method, because it
requires that all the sub-images be synthesized correctly and
consistently with each other.
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